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#### Abstract

We present a new and simple direct approach based on generalized moving least squares (GMLS) for computing the first derivatives of the functions defined on the sphere. The novel method utilizes a Householder transformation (reflection) and a projection onto the tangent plane to compute the first derivatives at the original point on the sphere. The main benefit of this algorithm is that there is no need to use the spherical harmonics for constructing the approximation of the first derivatives. An example of the approximation has been tested to show the ability of the developed method. Moreover, this method has been applied to solve the transport equation in one example.
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## 1 Introduction

One of the most important meshless techniques (e.g. [8-11,26]) is the GMLS approximation (or called a direct approximation) [18], which it is applied for solving partial differential equation (PDE)

[^0]problems arising in branches of the applied science in recent years. This method was first introduced by Mirzaei and his co-authors in 2012 for approximating the real-valued functions defined in $\Omega \subset$ $\mathbb{R}^{d}(d \geq 1)$ [17]. To find the approximate value of the real-valued functions defined on $S^{2}$, this method has been developed by Mirzaei in 2017 [18]. This approach is called generalized finite difference scheme such that it can be implemented for scattered data points on each local sub-domain [18, 22]. There are different mathematical models formulated on the sphere, which have important applications in geophysics. For example, the transport equation on $\mathrm{S}^{2}$ has many applications, which can be found in $[1-3,12,13,16,21]$. Over the past two decades, there are diverse numerical methods for finding the numerical solution of the PDE problems on the sphere in both Cartesian and spherical coordinates such as continuous and discontinuous Galerkin (DG) methods [24], radial basis functions (RBFs) [5], a type of semi-Lagrangian scheme [14], stabilized RBF-generated finite difference (RBF-FD) technique [6], semiLagrangian idea applied in three types of RBFs method [23], the GMLS approximation [19] and spline-based RBF-FD with polynomials [7].

In this investigation, we employ a new approach based on a recent work in [7] for computing the first derivatives of the function on $\mathrm{S}^{2}$ via the GMLS approximation. Unlike the radial basis functions (RBFs) interpolation, the GMLS technique does not depend on the constant parameter, namely shape parameter that affects both the stability and accuracy of the approximation (cf. [4,25]). Besides, the novel method overcomes some difficulties of employing the original GMLS technique on the sphere [18]. First, the computational cost can be reduced in approximating the first derivatives of a given function defined on the sphere. Of course, we do not report here for brevity. Second, there is no need to use the spherical harmonics to construct the approximation.

The rest of this paper is organized as follows. In Section 2, a brief discussion of the GMLS approximation in $\mathbb{R}^{2}$ proposed in [17] is given. The novel method is discussed in Section 3. In Section 4, some numerical results are presented to show the ability of the developed numerical method. This paper is ended with a conclusion given in Section 5 .

## 2 The GMLS approximation in two-dimensional space

Here, we briefly review the GMLS approximation, which was introduced in [17]. To seek more details on this subject, the interested reader can refer to [17]. Suppose that $u \in C^{k+1}(\Omega)$ for some $k \geq 0$, where $\Omega \subset \mathbb{R}^{2}$. Also, $\lambda \in C^{k+1^{\star}}(\Omega)$ is assumed to be a linear functional, in which $C^{k+1^{\star}}(\Omega)$ represents the dual space of $C^{k+1}(\Omega)$. The main idea of the GMLS is to approximate $\lambda u$ by $\widehat{\lambda u}$ at each point $x \in \Omega$ via the function values $u\left(\boldsymbol{x}_{1}\right), u\left(\boldsymbol{x}_{2}\right), \ldots, u\left(\boldsymbol{x}_{N}\right)$ computed at a set of $N$ points $X=\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}\right\}$, which is a quasi-uniform nodes set on $\Omega$ (cf. [25]). Hence, we have [17]

$$
\begin{equation*}
\lambda u(\boldsymbol{x}) \approx \widehat{\lambda u(\boldsymbol{x})}=\sum_{j \in I(\boldsymbol{x})} a_{j, \lambda}(\boldsymbol{x}) u\left(\boldsymbol{x}_{j}\right)=\boldsymbol{a}_{\lambda}^{T}(\boldsymbol{x}) \boldsymbol{u}_{X} . \tag{1}
\end{equation*}
$$

In (1), $I(\boldsymbol{x}, \delta, X) \equiv I(\boldsymbol{x}):=\left\{j \in\{1,2, \ldots, N\}:\left\|\boldsymbol{x}-\boldsymbol{x}_{j}\right\|_{2} \leq \delta\right\}$ is defined as a set of indices around point $\boldsymbol{x}$, where $\delta$ is the radius of supporting $\boldsymbol{x}$. Also, $\boldsymbol{u}_{X}=:\left[u\left(\boldsymbol{x}_{j}\right)\right]_{1 \leq j \leq N}$, and the vector $\boldsymbol{a}_{\lambda}^{T}(\boldsymbol{x})$ is given by the following representation (see [17] for more details)

$$
\begin{equation*}
\boldsymbol{a}_{\lambda}^{T}(\boldsymbol{x})=\lambda(\boldsymbol{p}(\boldsymbol{x}))^{T}\left(P^{T} W P\right)^{-1} P^{T} W, \tag{2}
\end{equation*}
$$

in which $\lambda(\boldsymbol{p}(\boldsymbol{x}))=\left[\lambda\left(p_{1}(\boldsymbol{x})\right), \lambda\left(p_{2}(\boldsymbol{x})\right), \ldots, \lambda\left(p_{Q}(\boldsymbol{x})\right)\right]^{T}, p_{i}(\boldsymbol{x}), i=1, \ldots, Q$ with $Q=\binom{k+2}{2}$, where $k$ is the most degree of the basis polynomial functions. Besides, in Eq. (2)

$$
\begin{align*}
& \boldsymbol{p}(\boldsymbol{x})^{T}=\left[p_{1}(\boldsymbol{x}), p_{2}(\boldsymbol{x}), \ldots, p_{Q}(\boldsymbol{x})\right], \quad P=P(\boldsymbol{x})=\left(p_{k}\left(\boldsymbol{x}_{j}\right)\right) \in \mathbb{R}^{|I(\boldsymbol{x})| \times Q}, \\
& W=W(\boldsymbol{x})=\operatorname{diag}\left\{w\left(\boldsymbol{x}, \boldsymbol{x}_{j}\right)\right\} \in \mathbb{R}^{|I(\boldsymbol{x})| \times|I(\boldsymbol{x})|}, \quad A(\boldsymbol{x}):=P^{T} W P, \tag{3}
\end{align*}
$$

In (3), the weight function, i.e., $w$ is defined as follows

$$
\begin{equation*}
w\left(\boldsymbol{x}, \boldsymbol{x}_{j}\right)=\phi\left(\frac{\left\|\boldsymbol{x}-\boldsymbol{x}_{j}\right\|_{2}}{\delta}\right) \tag{4}
\end{equation*}
$$

where $\phi$ is a radial function with $r:=\frac{\left\|x-x_{j}\right\|_{2}}{\delta}$ and compactly supported in [0,1] (cf. [25, Chapter 9]). In this article, we consider $\phi(r):=r^{-2}$, which gives an interpolant form of the GMLS technique [15]. Now, in order to compute the approximation values of $\frac{\partial u}{\partial x}$ and $\frac{\partial u}{\partial y}$ at point $\boldsymbol{x} \in \Omega$ using Eq. (1), we have

$$
\begin{equation*}
\frac{\widehat{\partial u(\boldsymbol{x})}}{\partial x}=\sum_{j \in I(\boldsymbol{x})} \frac{\partial a_{j}(\boldsymbol{x})}{\partial x} u\left(\boldsymbol{x}_{j}\right)=\frac{\partial \boldsymbol{a}^{T}(\boldsymbol{x})}{\partial x} \boldsymbol{u}_{X}=\frac{\partial \boldsymbol{p}^{T}(\boldsymbol{x})}{\partial x}\left(P^{T} W P\right)^{-1} P^{T} W \boldsymbol{u}_{X}, \tag{5}
\end{equation*}
$$

and

$$
\frac{\widehat{\partial u(\boldsymbol{x})}}{\partial y}=\sum_{j \in I(\boldsymbol{x})} \frac{\partial a_{j}(\boldsymbol{x})}{\partial y} u\left(\boldsymbol{x}_{j}\right)=\frac{\partial \boldsymbol{a}^{T}(\boldsymbol{x})}{\partial y} \boldsymbol{u}_{X}=\frac{\partial \boldsymbol{p}^{T}(\boldsymbol{x})}{\partial y}\left(P^{T} W P\right)^{-1} P^{T} W \boldsymbol{u}_{X},
$$

where $\boldsymbol{x} \in \Omega$. Note that, the above procedure for computing the first derivatives is called the direct approximations because the linear operators such as $\frac{\partial}{\partial x}$ and $\frac{\partial}{\partial y}$ act only on the polynomial basis functions [17].

## 3 The novel approach

Assume that $u: S^{2} \rightarrow \mathbb{R}$ is a $C^{1}\left(S^{2}\right)$ function. Also, a set of points $X=\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}\right\}$ is scattered on $\mathrm{S}^{2}$. Our goal is to approximate $\frac{\partial u(\boldsymbol{x})}{\partial x}, \frac{\partial u(\boldsymbol{x})}{\partial y}$ and $\frac{\partial u(\boldsymbol{x})}{\partial z}$ at the point $\boldsymbol{x}=\boldsymbol{x}_{1} \in \mathrm{~S}^{2}$, where $\frac{\partial}{\partial x}, \frac{\partial}{\partial y}$ and $\frac{\partial}{\partial z}$ are restricted to $S^{2}$. In [18], these derivatives have been obtained through the GMLS approximation on $\mathrm{S}^{2}$. However, here we apply a new approach based on Householder reflections, where the GMLS approximation in two dimensions presented in the previous section is utilized. We now give the details of the algorithm in the following four steps.

- The first step is to find $n$ nearest points to $\boldsymbol{x}_{1}$. This can be done by a kd-tree search [7] (Step 1 of Figure 1.). To do so, we use MATLAB software with the function knnsearch. This is done as pre-processing step with costing $\mathcal{O}(N \log N)$ for all points $\boldsymbol{x}_{i}, i=1,2, \ldots, N$, where $N$ is the number of points on $\mathrm{S}^{2}$.
- The second step is to apply a Householder transformation on each point (for the original stencil). Here, it is defined by a unitary matrix $Q$ with size $3 \times 3$, which makes the point $\boldsymbol{x}_{1}=\left(x_{1}, y_{1}, z_{1}\right)^{T}$ transforms to ( $1,0,0$ ) (Step 2 of Figure 1.).
- The third step is as follows. The obtained $x$-coordinates should be ignored. This is considered as a stencil in the $y, z$-plane. With this, for each stencil (here, we only consider a stencil related to the point $\left.\boldsymbol{x}_{1}=\left(x_{1}, y_{1}, z_{1}\right)^{T}\right), \frac{\partial a^{T}(x)}{\partial y}$ and $\frac{\partial a^{T}(x)}{\partial z}$ will be computed at point $(1,0,0)$ due to the GMLS approximation defined in two-dimensional space.
- At the last step, we must compute $\frac{\partial a^{T}(x)}{\partial x}, \frac{\partial a^{T}(x)}{\partial y}$ and $\frac{\partial a^{T}(x)}{\partial z}$ at the original sphere position of the stencil, i.e., $x=x_{1}$. These three column vectors can be computed by considering two vectors obtained in the previous step. This is done as follows. We get the two vectors computed in Step 3 into a vector, namely $V$ with size $n \times 2$. It transforms to original stencil by $V=V Q(2: 3,:)$, where $Q(2: 3,:)$ is the matrix $Q$ with size $2 \times 3$, in which the first row is eliminated. This gives a vector with size $n \times 3$, where the first column is $\frac{\partial a^{T}\left(\boldsymbol{x}_{1}\right)}{\partial x}$, the second column is $\frac{\partial a^{T}\left(\boldsymbol{x}_{1}\right)}{\partial y}$, and the third column is $\frac{\partial a^{T}\left(x_{1}\right)}{\partial z}$.
The above four steps can be repeated for points $\boldsymbol{x}_{i}, i=2, \ldots, N$, which create the sparse differentiation matrices related to the first derivatives, which are called $A_{x}, A_{y}$ and $A_{z}$ with size $N \times N$, respectively.


Figure 1. Steps of the new method for finding $\frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}$ and $\frac{\partial u}{\partial z}$ of a given function $u$ (this picture is taken from [7]).

## 4 Results

In this section, we demonstrate the performance of the developed numerical method in some tests. The first test is an example of approximation, and the second one is a well-known test in transport equation on $\mathrm{S}^{2}$, namely vortex roll-up $[5,6,20]$. The quasi-uniform points on $\mathrm{S}^{2}$, i.e., the phyllotaxis spiral (PTS) and the minimum energy (ME) have been used (cf. [5,23]). We fix the number of points in each support domain, i.e., $|I(\boldsymbol{x})|:=n$ to be 10 (it is possible to increase its value, but we do not report their results here). Besides, the basis polynomial functions (the shifted and scaled version, see [17]) with degree $k=2$ is used in GMLS approximation in two-dimensional space. Also, to measure the accuracy of the developed numerical algorithm, we have computed $\ell_{\infty}(X)$ errors, where $X$ is a set of ME or PTS points on $\mathrm{S}^{2}$.

In addition, the rate of convergence of the method presented here has been computed by the following formula:

$$
\begin{equation*}
\frac{\log \left(\frac{e_{\text {old }}}{e_{\text {new }}}\right)}{\log \left(\frac{h_{\text {old }}}{n_{\text {new }}}\right)} \tag{6}
\end{equation*}
$$

where $e$ and $h$ show the numerical $\ell_{\infty}(X)$-error and the fill distance of a set of points $X$ (see [25,

|  | PTS points |  |  | ME points |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $N$ |  | $\ell_{\infty}$ | orders |  | $\ell_{\infty}$ | orders |
| 121 | $1.90-1$ | - |  | $1.94-1$ | - |  |
| 484 | $5.62-2$ | 1.76 |  | $5.66-2$ | 1.78 |  |
| 1936 | $1.49-2$ | 1.92 |  | $1.50-2$ | 1.92 |  |
| 7744 | $3.45-3$ | 2.11 |  | $3.78-3$ | 1.99 |  |

Table 1. $\ell_{\infty}$-errors of the first derivative with respect to $x$.

|  | PTS points |  |  | ME points |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $N$ | $\ell_{\infty}$ | orders |  | $\ell_{\infty}$ | orders |
| 121 | $1.61-1$ | - |  | $2.05-1$ | - |
| 484 | $5.50-2$ | 1.55 |  | $5.23-2$ | 1.97 |
| 1936 | $1.44-2$ | 1.93 |  | $1.55-2$ | 1.75 |
| 7744 | $3.50-3$ | 2.04 |  | $3.90-3$ | 1.99 |

Table 2. $\ell_{\infty}$-errors of the first derivative with respect to $y$.

Definition 1.4]), respectively. Moreover, $e_{\text {old }}$ and $e_{\text {new }}$ represent the errors computed on the set of points $X_{\text {old }}$ and $X_{\text {new }}$ with the fill distances $h_{\text {old }}$ and $h_{\text {new }}$, respectively.

### 4.1 Test 1

As the first test, we consider the following function.

$$
\begin{equation*}
u(x, y, z)=\sinh (x+y+z), \quad(x, y, z) \in \mathbb{S}^{2} \tag{7}
\end{equation*}
$$

The results with the order of convergence are presented in Tables 1.-3.. We can see that the order of convergence of the proposed technique is the same with the original GMLS approximation on the sphere [18].

|  | PTS points |  |  | ME points |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $N$ |  | $\ell_{\infty}$ | orders |  | $\ell_{\infty}$ | orders |
| 121 | $1.67-1$ | - |  | $1.87-1$ | - |  |
| 484 | $4.94-2$ | 1.76 |  | $6.07-2$ | 1.62 |  |
| 1936 | $1.16-2$ | 2.09 |  | $1.48-2$ | 2.04 |  |
| 7744 | $3.30-3$ | 1.81 |  | $3.91-3$ | 1.92 |  |

Table 3. $\ell_{\infty}$-errors of the first derivative with respect to $z$.

|  | PTS points |  |  | ME points |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $N$ |  | $\ell_{2}$ | orders |  | $\ell_{2}$ | orders |
| 121 | $2.90-2$ | - |  | $2.92-2$ | - |  |
| 484 | $1.92-2$ | 0.59 |  | $1.81-2$ | 0.69 |  |
| 1936 | $8.23-3$ | 1.22 |  | $8.11-3$ | 1.16 |  |
| 7744 | $2.66-3$ | 1.63 |  | $3.33-3$ | 1.28 |  |

Table 4. The normalized $\ell_{2}$-errors of vortex roll-up test.

### 4.2 Test 2

The second test is to find the numerical solution of the transport equation on the sphere (in spherical coordinates) as follows $[5,6,20$ ]

$$
\begin{equation*}
\frac{\partial q}{\partial t}+v . \nabla q=0 \tag{8}
\end{equation*}
$$

where $q=: q(\lambda, \theta, t)$ is the transport variable. Also, $\boldsymbol{v}=: \boldsymbol{v}(\lambda, \theta, t)=\left(v_{1}(\lambda, \theta, t), v_{2}(\lambda, \theta, t)\right)^{T}$ is the velocity field, and $\nabla:=\left(\frac{1}{\cos (\theta)} \frac{\partial}{\partial \lambda}, \frac{\partial}{\partial \theta}\right)^{T}$ is the surface gradient. Since the proposed method works for Cartesian coordinates, we use the following chain rule [7]

$$
\frac{\partial}{\partial \lambda}=-\frac{z x}{x^{2}+y^{2}} \frac{\partial}{\partial x}-\frac{z y}{x^{2}+y^{2}} \frac{\partial}{\partial y}+\left(x^{2}+y^{2}\right) \frac{\partial}{\partial z}, \quad \frac{\partial}{\partial \theta}=-y \frac{\partial}{\partial x}+x \frac{\partial}{\partial y}
$$

Besides, $v_{1}(\lambda, \theta)=\omega(\theta) \cos (\theta), v_{2}(\lambda, \theta)=0$, where

$$
\omega(\theta)=\left\{\begin{array}{l}
\frac{3 \sqrt{3}}{2 \rho(\theta)} \operatorname{sech}^{2}(\rho(\theta)) \tanh (\rho(\theta)), \quad \rho(\theta) \neq 0 \\
0, \quad \rho(\theta) \neq 0
\end{array}\right.
$$

in which $\rho(\theta)=\rho_{0} \cos (\theta)$ is the radial distance of the vortex. The exact solution of this problem is $q(\lambda, \theta, t)=1-\tanh \left(\frac{\rho(\theta)}{\zeta} \sin (\lambda-\omega(\theta) t)\right), t \geq 0$ with $\rho_{0}=3$ and $\zeta=5$. The proposed method is applied to discretize Eq. (8) due to the space variables, and to deal with the time variable, we apply the second-order time discretization proposed in [19] with the time step $\Delta t=1 \times 10^{-3}$ (see [19] to find more details), which is omitted here for brevity. The obtained fully discrete scheme of Eq. (8) that is a linear system of algebraic equations per time step is solved via an iterative algorithm, i.e., the biconjugate gradient stabilized (BiCGSTAB) algorithm with a zero-fill incomplete lower-upper (ILU) preconditioner. In this test, the normalized $\ell_{2}$ error (cf. [23]) with the order of convergence are presented in Table 4. at $t=3$.

## 5 Conclusion

In this manuscript, a new method based on the GMLS technique combined with a Householder reflection has been developed to approximate the first derivatives of function on the sphere. The main benefit of this idea is that there is no need to use the spherical harmonics for constructing the approximation, where the GMLS approximation is only used in two-dimensional space. Besides, the computational cost could be reduced in comparison with the original GMLS technique on the sphere.

The proposed algorithm is simple such that it needs to define a $3 \times 3$ Householder matrix for each point on the sphere. This matrix projects a point onto the sphere to $y, z-$ plane $(x, y-$ and $x, z-$ planes can also be considered), and so the approximate derivatives are computed via the GMLS technique in two dimensions. Then, these derivatives are computed at the original position on the sphere using the last step of the algorithm. Finally, we test the accuracy of the developed algorithm by getting an example, and also a test problem related to the transport equation.
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